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Preface


Authors


	Jose Antonio Alvarez Cubero





Who Should Read This Book?


Expected Audience

The intended audience for this book is those with a general need to understand main AWS services. While AWS certification candidates may experience the largest benefit from this content, the materials included herein may be of use to a much wider audience, especially given modern industry trends towards AWS cloud computing technologies.

There are many elements in this book that explore topics outside the typical contents of AWS certifications. For example the use of AWS python SDK can be viewed as a development-oriented task, however has specific relevance to cloud computing configuration and function, taking a very different approach than traditional CLI-based interface configuration.






Organization of this Book









          

      

      

    

  

    
      
          
            
  
ML Building Blocks: Services and Terminology


Introduction to AWS Machine Learning Services

AWS Machine Learning Services [https://aws.amazon.com/amazon-ai/]

The machine learning stack has 3 key layers:


	Frameworks and Infrastructure.


	Machine Learning platforms.


	API-driven services




The bottom layer provides the framework and infrastructure for machine learning experts who are comfortable building deep learning models, training them, doing inference, and getting the data from their models into production applications. For this group, the vast majority of machine learning and deep learning that’s done in the cloud is running on AWS.

The optimized GPU-based instances and the Deep Learning AMI are specifically designed to help expert practitioners get started quickly using their preferred framework. Choice is important, which is why the Deep Learning AMI has all the major frameworks installed, including:


	Apache MXNet, which is great for recommendation engines.


	Caffe and Caffe 2, which are popular for computing vision projects.


	Tensorflow.




The second layer of the stack is for customers who want a fully managed platform for building models using their own data. Examples are:


	Apache Spark on Amazon EMR.


	SparkML.




The top layer of this stack is for developers and organizations who want to add intelligence to their applications using an API call rather than developing and training their own models. API based tools are the following:


	Amazon Rekognition allows developers to build image analysis directly into their applications, helping them extract rich meta data from visual content. This can be used to perform facial recognition, which allows companies to automatically tag their video content, and it works whether content is archived or freshly ingested.


	Amazon Polly allows customers to easily turn text into lifelike speech across many different voices and many different languages.


	Amazon Lex which helps developers build intelligent conversational interfaces for existing and new applications. Lex uses the same automated speech recognition and natural language understanding technology that fuels Amazon Alexa. Alexa is often deployed to save cost by automating high frequency interactions with customers and employees, while preserving a high quality user experience.




It’s important to remember that machine learning is not an isolated capability but part of an application architecture that builds on the quality of the underlying data. To be good at machine learning, you need a data store that is scalable, available, secure, and flexible. This data lake must handle extremely large data sets, and Amazon S3 is the AWS storage option that hosts the vast majority of data that is stored in the cloud. Once data is in S3, it becomes available for analysis, and AWS provides a broad range of options for data analytics, with services like Amazon Athena, Amazon Redshift, and Redshift Spectrum. Amazon EMR provides access to frameworks like Apache Spark, Presto, Hive, and Pig.




Machine Learning terminology and process


Terminology

Training refers to how the machine learning use historical datasets to build their predictions algorithms. This algorithms make up the model, which is the core of the machine learning process. It is what your machine creates after it has been trained and refines over time as it learns. It is what enable the machine to determine output variable from input data, which is then used to generate a prediction. A prediction is the machine best estimate for what would be the outcome of a given input or set of inputs would be. It is sometimes called the inference of your model.

In a typical traning process, the historical data is used to build the model is splitted into 2 datasets: most of data is used as the training dataset and the remainder is used as the test dataset. The training dataset is inputted into the machine, evaluated by it, and used by the machine to create the first model. The test dataset is then used to test the model for accuracy: It is inputted into the model and the output the model produces from their input is compared with the actual output stored in the test dataset. The close the model predictions are to the real world results in the test dataset the more accurate the model likely is. It is important to understand that training is one of the more important parts of the machine learning process but it is not the whole picture.




Process

Machine learning starts with a business problem and results in a prediction. The goal of machine learning is to address a business problem and this happens by providing accurate predictions. If predictions are not accurate, the machine learning has to get better by providing feedback that improves the way it handles input data and the way to identify features in the data. The key stages of the machine learning process are the following:


ML Problem Framing from the business problem

This is the point in the project in which we will decide what we will actually use and how to use it. This is the place to ask questions like Do we have all the data needed to answer the business question? What algorithm do we use to answer this business question? Depending on the amount of data and whether we have a dataset with previously known answers, we can find which type of learning we can do. There are 3 common types of machine learning algorithms: Supervised, unsupervised and reinforcement. In a supervised learning algorithm we will learn from the historical dataset with the answers already known and we will feed them in the machine learning algorithm to predict the future data points. In unsupervised learning algorithms the outcome isn’t kwnown beforehand so we let the machine learning algorithm choose how to quantify the data and give us a result. In reinforcement learning the algorithm is rewarded based on the choices it made while learning.

In classification problems, we categorized object into fixed categories. A binary classification problem is when there are only 2 classes in the data. A multiclass classification problem is when there are more than 2 classes.

To frame the machine learning problem, we need to find the output of the problem to evaluate. To structure that output we can use attributes from our dataset: this are called observations. We can also predict future outcomes and this attribute is called the label. To predict the labels from unseen data we will use all other attributes in the dataset, which are called features.




Develop the dataset

If we have that one dataset, we can start integrating the data in one dataset or we can collect all the datasets if there are not in one location, to begin with. We can collect data from multiple sources Amazon S3, Amazon DynamoDB, Amazon Redshift or can be collected simply from the Internet. Wherever the data comes from only it needs to be collected and integrated.

The collected data can be classified into 3 distinct types:


	Structured data is data that is organized and stored in databases in the form of rows and columns. This makes query and analysis easy but structured data only makes a chunk of the total available data.


	Semi-structured data is data that is typically organized in one the familiar formats but not in tables. This formats include csv, JSON, and more.


	Unstructured data is the data that does not have any structure. It is by far the most common type of data. Examples include logs generated by applications servers, text, video and music content among many others.







Data Preparation

At this point, we have our data in one place but is not ready to use to train a model. The data found in the real world is dirty and noisy, meaning it has been improperly collected or formated or it is incomplete, irrelevant or misleading. Because of this, data has to go to some steps before it can be used from training. Putting our data through these steps results in better accuracy and predictions. In preparing our data, we also convert it in an appropriate input format for ingestion into a machine learning algorithm. We can aldo add headers to the columns and convert the columns types.

The presence of missing feature values and outlier can hurt our model performance. The model can suffer because of these data points in addition to the possibility of noisy data or attributes that have missing values. We should clean these ones. We can transform data points using various techniques. Here are some strategies to handle missing values and outliers:


	Introduce a new indicator variable that tells us which represent a missing value.


	Remove the rows that has missing values.


	Imputeation to fill up the missing values. This techniques utilizes the best guess of what the data likely is. It replaces a missing value with a value from the dataset which may be a calculated guess for the data point. For example, if the missing attribute is numerical, you can replace it with the mean or the median. When it is done correctly, imputation immproves the model performance dramatically.




We do not want to model to learn anything based on the order of the data presented, so it is common practice to shuffle the training dataset. This generalizes the model, which improves its quality and its predictive performance. It minimizes the risk of cross validation data under representing the model data and model data not learning from all type of data.

train_data = train_data.sample(frac=1)





The goal of the machine learning model is to generalize a use case based on the training data that it learns from. From this examples, the model has to predict new examples accurately. To do this, we hold out some of the data from the original dataset: this is splitting the data. The split is generally 80% train and 20% test or 70% train and 30% test. Spliting the data is a validation technique called cross-validation. We can further split the training data into even smaller validation test dataset so that we can evaluate how the model is doing while training and tuning the hyperparameters.

The cross-validation technique can consists of 3 different types:


	Validation where the data is split into train and test datasets. It keeps a lot of data as unseen.


	Leave-one-out (LOO CV). We only use 1 data point as a test sample and we run the training with the other examples. It`s worth noting that this technique is computationally expensive.


	K-fold. We randomly split the cases into K-folds and for each fold we train the model and record the error.











Amazon SageMaker




Amazon Comprehend







          

      

      

    

  

    
      
          
            
  
Data Science


What is data science?

Data Science is a set of processes and systems to extract knowledge or insights from data, either structured or unstructured (Wikipedia). For the purpose of this document consists of managing, analyzing and visualizing data in support of machine learning workflow.




What is machine learning?

Machine learning: Artificial intelligence machines that improve their predictions by learning from large amounts of input data.

Main idea: Learning = estimating underlying function [image: f] by mapping data attributes to some target value.

Training set: A set of labeled examples [image: (x,f(x))] where [image: x] is the input variables and the label [image: f(x)] is the observed target truth.

Goal: Given a training set, find approximation [image: \hat{f}] of [image: f] that best generalizes, or predicts, labels for new examples. Best is measured by some quality measure, for instance: error rate, sum squared error.

Image:ML.png




Why machine learning

Difficulty in writing some programs


	Too comples (facial recognition)


	Too much data (stock market predicions)


	Information only available dynamically (recommendation system)




Use of data for improvement


	Humans are used to improving based on experience (data)




A lot of data available


	Product recommendations


	Fraud detection


	Facial recognition


	Language understanding







Types of machine learning


Supervised learning

A “teacher” provides training examples, each with correct label. Regression y classification.




Unsupervised learning

Correct label not available for training examples, must find patterns in data (e.g. using clustering). Example: grouping customers according to what books and movies they like.




Reinforcement learning

Not told what action is correct, but given some reward or penalty after each action in a sequence. Example: learning how to play soccer

semi-supervised learning,






Data matters

image:data.png


	Unleash the business value in data collected


	Prepare you to do data science projects and to implement production systems


	Predict future events based on past data leading to proactive change than reactive







The Data Science and ML workflow

Image:workflow.png

Concepts:

Dataset

Trainig set versus test set

Feature = attribute = independent variable = predictor

Label = target = outcome = class = dependent variable = response

Dimensionality = numer of features

Model selection




Key Issues in ML


Data quality

Consistency of the data, Accuracy of the data, noisy data, missing data, outliers in the data, Bias, Variance




Model quality

Image:modelquality.png


Overfitting

Failure to generalize: Model performs well on trainig set but poorly on test set.

Typically indicates that model is too flexible for amount of training data.

Flexibility allows it to “memorize” the data, including noise.

Corresponds to high variance - small changes in the training dat lead to big changes in the results




Underfitting

Failure to capture important patterns in the training data set.

Typically indicates that model is too simple or there are too few explanatory variables.

Not flexible enough to model real patterns

Corresponds to high bias - the results show systematic lack of fit in certain regions






Computation speed and scalability

Use distributed computing systems like Amazon SageMaker or Amazon EC2 instances for training in order to: increase speed, solve prediction time complexity, solve space complexity.









          

      

      

    

  

    
      
          
            
  
Machine learning algorithms


Supervised methods


Linear regression

Linear methods are parametric methods where function learned has form [image: f(x) = \phi \left( w^T x \right)] where [image: \phi()] is some activation function.

Generally, optimized by learning weights by applying (stochastic) gredient descent to minimize loss function, e.g. [image: \sum \lvert \hat{y_i} - y_i \rvert^2]

Simple; a good place to start for a new problem, at least a baseline

Methods: Linear regression for numeric target outcome. Logistic regression for categorical target outcome.


Linear regression (univariate)

Image:univariate.png

Model relation between a single feature (explanatory variable [image: x]) and a real-valued response (target variable [image: y])

Given data [image: (x,y)] and a line defined by [image: w_0] (intercept) and [image: w_1] (slope), the vertical offset for each data point from the line is the error between the true label [image: y] and the prediction based on [image: x]

The best line minimizes the sum of squared errors (SSE)

We usually assume the error is Gaussian distributed with mean zero and fixed variance




Linear regression (multivariate)

Multiple linear regression includes [image: N] explanatory variables with [image: N \geq 2]:


[image: y = w_0x_0 + w_1x_1 + \cdots + w_Nx_N = \sum_{i=0}^{N} w_ix_i]


Sensitive to correlation between features, resulting in high variance of coefficients.

scikit-learn implementation:

sklearn.linear_model.LinearRegression










Logistic regression

Predict whether a credit card transaction is fraud

Image:fraud.png

Estimates the probability of the input belonging to one of the two classes: positive and negative.

Vulnerable to outliers in training data.

Relation to linear model:


[image: \sigma (z) = \frac{1}{1+\mathrm{e}^{-z}}]


[image: z] is a trained multivariate linear function

[image: \phi] is a fixed univariate function (not trained)

Objective function to maximize = probability of the true training labels.

Sigmoid curve. Image: sigmoid.png

Model relation between features (explanatory variables [image: x]) and the binary responses ([image: y=1] or [image: y=0])

For all features, define the linear combination:


[image: z = w^T x = w_0 + w_1x_1 + \cdots + w_Nx_N]


Define the probability of [image: y=1] given [image: x] as [image: p] and find the logit of [image: p] as:


[image: logit(p) = \log \frac{p}{1-p}]


Logistic regression finds the best weight vector by fitting the training data


[image: logit(p(y=1 \vert x)) = z]


Then, for a new observation, you can use the logistic function [image: \phi(z)] to calculate the probability to have label [image: 1]. If it is larger than a threshold (for example [image: 0.5]), you will predict the label for the new observation to the positive.

sklearn.linear_model.LogisticRegression





Linear separable versus non-linearly separable

Image:separable.png









          

      

      

    

  

    
      
          
            
  
Analytics Services

AWS serverless data analytics pipeline reference architecture [https://aws.amazon.com/es/blogs/big-data/aws-serverless-data-analytics-pipeline-reference-architecture/]


Amazon Athena

Amazon Athena is an interactive query service that makes it easy to analyze data in Amazon S3 using standard SQL expressions. Athena is serverless, so there is no infrastructure to manage, and you pay only for the queries you run. Athena is easy to use. Simply point to your data in Amazon S3, define the schema, and start querying using standard SQL expressions. Most results are delivered within seconds. With Athena, there?s no need for complex ETL jobs to prepare your data for analysis. This makes it easy for anyone with SQL skills to quickly analyze large-scale datasets.

Athena is serverless, so there is no infrastructure to set up or manage, and you pay only for the queries you run. Athena scales automatically?executing queries in parallel?so results are fast, even with large datasets and complex queries.

Athena helps you analyze unstructured, semi-structured, and structured data stored in Amazon S3. Examples include CSV, JSON, or columnar data formats such as Apache Parquet and Apache ORC. You can use Athena to run ad-hoc queries using ANSI SQL, without the need to aggregate or load the data into Athena.




AWS Data Pipeline




Amazon Elasticsearch




Amazon EMR

Amazon EMR provides a managed Hadoop framework that makes it easy, fast, and cost-effective to process vast amounts of data across dynamically scalable Amazon EC2 instances. It securely and reliably handles a broad set of big data use cases, including log analysis, web indexing, data transformations (ETL), machine learning, financial analysis, scientific simulation, and bioinformatics. You can also run other popular distributed frameworks such as Apache Spark, HBase, Presto, and Flink in Amazon EMR, and interact with data in other AWS data stores such as Amazon S3 and Amazon DynamoDB.




AWS Glue

What is AWS Glue? [https://www.youtube.com/watch?v=qgWMfNSN9f4&feature=emb_logo]




Amazon Kinesis streaming data platform

Amazon Kinesis streaming data platform consists of Kinesis Data Firehose, Kinesis Data Streams, Kinesis Video Streams, and Amazon Kinesis Data Analytics.


Amazon Kinesis Data Firehose

Amazon Kinesis Data Firehose is the easiest way to load streaming data into data stores and analytics tools. It can capture, transform, and load streaming data into Amazon S3, Amazon Redshift, Amazon Elasticsearch Service (Amazon ES), and Splunk, enabling near real-time analytics with existing business intelligence tools and dashboards you?re already using today.

It is a fully managed service that automatically scales to match the throughput of your data and requires no ongoing administration. It can also batch, compress, and encrypt the data before loading it, minimizing the amount of storage used at the destination and increasing security.

For Amazon ES destinations, streaming data is delivered to your Amazon ES cluster, and it can optionally be backed up to your S3 bucket concurrently.


[image: _images/fh-flow-es.png]
Amazon Kinesis Data Firehose with Amazon ES destination






Kinesis Data Streams

The vocabulary for data streaming is putting records into a data stream and reading the stream back. You can have multiple shards that provide throughtput. You can create as many shards as you need with a data stream, they are not created dynamically.

Let’s image a producer want to send a record, then in order to Kinesis Data Streams what shard to use, you tag the record with the partition key. This partition key is very similar to the message group identifier in a SQS FIFO queue. The process is the following:


	The producer calls put record.


	The Kinesis Data Streams service needs to decide to which shard this record is going to be appended. This decision is done through hashing. Each shard owns a subset of hashes. Kinesis calculates the hash for the message partition value and finds out to which shard it belongs.


	Amazon Kinesis Data Streams stores the record and synchronously replicates data across three availability zones, providing high availability and data durability.


	It is return an OK back to the producer.




Image an scenario where:


	A producer sends a record to the appropriate shard in terms of its shard.


	The stream stores the record durably to its correspondent shard.


	There is a networking problem when the producer was calling send message.


	The producer gets a timeout. It doesn’t know if Kinesis got the record or it didn’t.


	The producer retry the send.


	Kinesis calculate again the record hash and sends it to the same shard as the previous version. There is going to be a duplicate.




When you need more throughput and you have already data in your data stream, you can do a shard split. You select one of the shards and split it into two: you divide the hash space of one the shards into two hash subspaces. You can scale the throughput as much as you want by adding as many shards as you want. Resharding means that it does not influence existing data, the records get appended to the new shards if applicable. You do not have to decide which shards are needed to be splitted, it is done automatically by Kinesis.

A consumer is responsible for deciding from which shard is going to consume and which record to consume. The first action that the consumer should do is to ask Kinesis what shards are available. Then it will a pick a shard and start reading from an iterator. As a consequence, with Kinesis Data Streams there is consumer affinity: a consumer read all the records from a shard. It is easy to perform analysis of consecutive entries.

When you consume from a data stream, you are not deleting any record. This means that you can start multiple applications consuming from the same stream, like a fanout pattern, doing some analysis on the data stream.

If the number of shards increases, the complexity of the code of the consumers increases as well. The consumer is responsible for keeping track who is reading, from which shard, check the progress of reading, … Because of that, instead of using directly Kinesis API for consuming, it is recommend to use existing client-side libraries called Kinesis Client Library (KCL). This library does the complex management of shards: electing who is reading from each shard, of tracking progress of your reads, and allows to focus on the code needed to process the data in the records.

A new shard iterator is returned by every GetRecords request (as NextShardIterator), which you then use in the next GetRecords request (as ShardIterator). Typically, this shard iterator does not expire before you use it. However, you may find that shard iterators expire because you have not called GetRecords for more than 5 minutes, or because you’ve performed a restart of your consumer application.


[image: _images/kinesis-architecture.png]
Kinesis Data Streams architecture



Kinesis Data Streams supports changes to the data record retention period of your stream. A Kinesis data stream is an ordered sequence of data records meant to be written to and read from in real-time. Data records are therefore stored in shards in your stream temporarily.

The time period from when a record is added to when it is no longer accessible is called the retention period. A Kinesis data stream stores records from 24 hours by default to a maximum of 168 hours (7 days).


Resharding

Amazon Kinesis Data Streams supports resharding, which lets you adjust the number of shards in your stream to adapt to changes in the rate of data flow through the stream. Resharding is considered an advanced operation.

There are two types of resharding operations: shard split and shard merge. In a shard split, you divide a single shard into two shards. In a shard merge, you combine two shards into a single shard. Resharding is always pairwise in the sense that you cannot split into more than two shards in a single operation, and you cannot merge more than two shards in a single operation. The shard or pair of shards that the resharding operation acts on are referred to as parent shards. The shard or pair of shards that result from the resharding operation are referred to as child shards.

Splitting increases the number of shards in your stream and therefore increases the data capacity of the stream. Because you are charged on a per-shard basis, splitting increases the cost of your stream. Similarly, merging reduces the number of shards in your stream and therefore decreases the data capacity?and cost?of the stream.

If your data rate increases, you can also increase the number of shards allocated to your stream to maintain the application performance. You can reshard your stream using the UpdateShardCount API. The throughput of an Amazon Kinesis data stream is designed to scale without limits via increasing the number of shards within a data stream.






Amazon Kinesis Data Analytics

Amazon Kinesis Data Analytics is the easiest way to analyze streaming data, gain actionable insights, and respond to your business and customer needs in real time. Amazon Kinesis Data Analytics reduces the complexity of building, managing, and integrating streaming applications with other AWS services. SQL users can easily query streaming data or build entire streaming applications using templates and an interactive SQL editor. Java developers can quickly build sophisticated streaming applications using open source Java libraries and AWS integrations to transform and analyze data in real-time.

Amazon Kinesis Data Analytics takes care of everything required to run your real-time applications continuously and scales automatically to match the volume and throughput of your incoming data. With Amazon Kinesis Data Analytics, you only pay for the resources your streaming applications consume. There is no minimum fee or setup cost.






Amazon QuickSight







          

      

      

    

  

    
      
          
            
  
Data Engineering


Create data repositories for machine learning




Identify and implement a data-ingestion solution




Identify and implement a data-transformation solution







          

      

      

    

  

    
      
          
            
  
Exploratory Data Analysis


Sanitize and prepare data for modeling


	Graphtext [https://graphext.com/]







Perform feature engineering




Analyze and visualize data for machine learning


	Google data studio [http://datastudio.google.com]










          

      

      

    

  

    
      
          
            
  
Modeling

Amazon SageMaker Automatic Model Tuning: Using Machine Learning for Machine Learning [https://github.com/awslabs/amazon-sagemaker-workshop]

Amazon SageMaker Workshops [https://aws.amazon.com/es/blogs/aws/sagemaker-automatic-model-tuning/]


Frame business problems as machine learning problems




Select the appropriate model(s) for a given machine learning problem




Train machine learning models




Perform hyperparameter optimization




Evaluate machine learning models







          

      

      

    

  

    
      
          
            
  
Machine Learning Implementation and Operations


Build machine learning solutions for performance, availability, scalability, resiliency, and fault tolerance




Recommend and implement the appropriate machine learning services and features for a given problem




Apply basic AWS security practices to machine learning solutions




Deploy and operationalize machine learning solutions

How to Deploy Deep Learning Models with AWS Lambda and Tensorflow [https://aws.amazon.com/blogs/machine-learning/how-to-deploy-deep-learning-models-with-aws-lambda-and-tensorflow/]







          

      

      

    

  

    
      
          
            
  
Appendix


Data

This Machine Learning Project on Imbalanced Data Can Add Value to Your Resume [https://www.analyticsvidhya.com/blog/2016/09/this-machine-learning-project-on-imbalanced-data-can-add-value-to-your-resume/]

24 Ultimate Data Science (Machine Learning) Projects To Boost Your Knowledge and Skills (& can be accessed freely) [https://www.analyticsvidhya.com/blog/2018/05/24-ultimate-data-science-projects-to-boost-your-knowledge-and-skills/]




EDA

Dataset exploration: Boston house pricing [http://www.neural.cz/dataset-exploration-boston-house-pricing.html]




Libraries

CatBoost [https://catboost.ai/]




Modeling

Forecasting: Principles and Practice [https://otexts.com/fpp2/]

Interpreting machine learning models [https://towardsdatascience.com/interpretability-in-machine-learning-70c30694a05f]

Time Series Analysis in Python: An Introduction [https://towardsdatascience.com/time-series-analysis-in-python-an-introduction-70d5a5b1d52a]

Python Code for Identifying Seasonal Customers [https://towardsdatascience.com/python-code-for-identifying-seasonal-customers-4bd36dc7fcda]




Visualization

Tufte [https://github.com/juanshishido/tufte/blob/master/tufte-in-python.ipynb]

Brushable Scatterplot Matrix [https://observablehq.com/@d3/brushable-scatterplot-matrix]




Method

The toolkit for the modern data ninja [https://towardsdatascience.com/a-data-ninjas-toolkit-abfe11d38fe8]




Repositories

Most Active Data Scientists, Free Books, Notebooks & Tutorials on Github [https://www.analyticsvidhya.com/blog/2016/09/most-active-data-scientists-free-books-notebooks-tutorials-on-github/]

A gallery of interesting Jupyter Notebooks [https://github.com/jupyter/jupyter/wiki/A-gallery-of-interesting-Jupyter-Notebooks#statistics-machine-learning-and-data-science]
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The Data Science and ML workflow

Typical ML workflow

Image: MLworkflow.png

El de arriba es Data Augmentation y el de abajo Feature Augmentation.


Phase 1: Discovery


1.1 Learning the Business Domain

In this phase, I start learning the domain area of the problem.

Domain knowledge:


	Understand how the domain works, important dynamics and relationships, constraints, how data is generated, etc.


	Better understading of domain leads to better features, better debugging, better metrics, better business value to create, etc.




When domain is outside expertise then:

Consult domain experts:


	AWS ML Specialist SAs


	AWS Professional services


	AWS ML solutions lab: Developing machine learning skills through collaboration and education: Brainstorming sessions, custom modeling, training, on-site with Amazon experts




Seek other resources: AWs Partner Network




1.2 Resources

I assess the resources available to perform the analysis: tools, data.




1.3 Framing the problem

I frame the problem in order to state the analytics problem to be solved and establish the success criteria. Understand the business problem you’re trying to solve. Be sure machine learning will provide the best solution.


What is the problem you need to solve?

Precisely describe the business problem that you are trying to solve. Example: Create a way to classify whether the customer credit card transaction is fraudulent.




What is the business metric?

Determine appropriate metrics to measure: Quality and Impact of the solution. Link financial impact with analytics metrics. Example: rate at which customers are misclassified.




Is ML the appropriate approach?

Can the problem be solved with rules or standard coding? Are the patterns too difficult to capture algorithmically? Is there a lot of data available from which to induce patterns?




What data is available?

Summarize the data available. Determine the gap between the data you want and the actual data that is available. Is there a way to add more data? What are the data sources?




What type of ML problem is it?

Characterize the ML problem according to dimensions. Decompose the business problem into a few models.




What are your goals?

Establish technical ML goals. Define the criteria for success ful outcome of the project.






1.4 Developing Initial Hypotheses

I develop a set of Initial Hypotheses (IH), that is, form ideas that I can test with data. As a best practice, it is best to come up with a few primary hypotheses to test and then develop several more. These IHs form the basis of the analytical tests I will use in later phases and serve as the foundation for the findings in Communicate Results.




1.5 Identify potential data sources

Finally, I identify potential data sources to solve the problem performing 5 main activities:


	Identify data sources: I will make a list of candidate data sources I may need to test the initial hypothesis.


	Capture aggregate data sources: This is for previewing the data and providing high-level understanding. It enables me to gain a quick overview of the data and perform further exploration on specific areas. I also points me to possible areas of interest within the data.


	Review the raw data: Obtain preliminary data from initial data feeds. Begin understanding the interdependencies among the data attributes, and become familiar with the contents of the data, its quality, and its limitations.


	Evaluate the data structures and tools needed.


	Scope the sort of data infrastructure needed for this type of problem.




I can move to next phase when I have enough information to draft an analytics plan and share it for peer review.

Data sources:

Image: sources.png

This phase includes the steps to explore, preprocess, and condition data prior modeling and analysis.




2.1 Preparing the analytics sandbox

The first subphase will be to obtain an analytic sandbox or workspace in which we can explore the data.




2.2 Performing ELT

Secondly, in other to learn and become familiar with the data, I will use some tool to perform ELT (extract, load and transform data from the data sources).

The importance of being unbiased. Issues to watch for with sampling. Labeling components and tools. Managing labelers.

Data collection: the process of acquiring training and/or test data

Motivation: Initial datasets for training models and measuring success. Additional data for tuning. Replacements for flawed or outdated sets. Data and model maintenance post-production.

Sources: Logs, Datasets, Web sites (crawling and scraping), Data providers (public or private)

Open data:

AWS provides a comprehensive toolkit for sharing and analyzing data at any scale. When organizations make data open on AWS, the public can analyze it quickly and easily with AWS scalable computing and analytics services.

Registry of open data on AWS. This registry exists to help people discover and share datasets that are available via AWS resources.


Sampling

Sampling= selecting a subset of instances for training and testing. Instance = example = data point

Labeling= Obtaining gold-standard answers for supervised learning. => Key for successful machine learning algorithm

2 strategies: random and stratified. The choice depends on the business problem you are trying to solve.

The sample must be a good representation of the population.

Representativity: Sample needs to be representative of the expected production population; i.e. unbiased



	Especially important for testing and measurement sets


	It’s also important for training sets to get good generalization







Random sampling: Sampling so that each source data point has equal probability of being selected

Issue: with random sampling, rare subpopulations can be underrepresented (or not presented at all). A subpopulation is usually defined as examples within the same label.

Stratified sampling: Apply random sampling to each subpopulation separately. Usually, the sampling probability is the same for each stratum. If not, weights can be used in metrics and/or directly in training.


Common issues in sampling

Seasonality: Time of day, day of week, time of year (e.g. seasons), holidays, special events, etc.


	Stratified sampling across these can miminize bias


	Visualization can help




Trends: Patterns can shift over time and new patterns can emerge


	To detect, try comparing models trained over different time periods


	Visualization can help




Consider using validation data that was gathered after your training data was gathered

Leakage

Train/test bleed: Inadvertent overlap of training and test data when sampling to create datasets.


	Sample from fresh data


	Filter out already selected instances


	Partition source data along some dimension (but avoid bias)


	Be especially careful with time-series data and data with duplicate entries




Leakage: Using information during training or validation that is not available in production


	Kaufman, Shachar, et al. Leakage in data mining: Formulation, detection and avoidance. ACM Transactions on Knowledge Discovery from Data (2012): 15









Labeling

Motivation: Often labels are readily available in sampled data.

Examples


	Search: The results a customer wanted to receive


	Music categorization: The genre of a pice


	Sentiment analysis: The overall attitude of the writer.


	Digitization: The transcription of handwriting


	Object detection: The localization of objects in images




Sometimes labels can be inferred (for example, from click-through data)

Human labels can be preferable to minimize bias, capture subtleties, etc.

When using human labeling you have the following components:


	Labeling guidelines: Instructions to labelers. Critical to get right. Minimize ambiguity.


	Labeling tools: Technology: Excel spreadsheets, Amazon Mechanical Turk, custom-built tools. Questions: Human intelligence Tasks (HITs) should be simple and unambiguous




Poor design of either can:


	Impact labeler productivity


	Introduce bias





Amazon Mechanical Turk

Obtain human intelligence on demand. Access a global, on-demand, 24x7 workforce. Pay only for what you use. Use for labeling.

Managing labelers:


	Motivation


	Plurality: Assign each HIT to multiple labelers to identify difficult or ambiguous cases or problematic labelers (lazy, confused, biased, etc.)


	Gold standard HITs: Hits with known labels mixed in to identify problematic labelers.


	Auditors: experts that adjudicate labeler disagreements and/or sample results for quality


	Labeler incentives: compensation, rewards, voluntary, gamification


	Quality and productivity metrics: can help detect problems with labelers.







Sampling and Treatment assigment

Image: treatment.png








2.3 Learning about the data

Exploratory data analysis: Important to understand data as much as possible. Informs subsequent steps in the ML process

I spend time to become familiar with the data itself in order to highlight gaps by identifying datasets that may be useful but have not been identified till now.


Data schema

View structure of the dataset.

Image: schema.png

Types: categorical, ordinal, numeral, date, vector, text, image, unstructured, etc.

Use pandas DataFrame merge/join to join two datasets

Image: join.png




Data statistics


Descriptive statistics

Overall statistics


	Number of instances (i.e. number of rows)


	Number of attributes (i.e. number of columns)




Attribute statistics (univariate)


	Statistics for numeric attributes (mean, variance, etc.) – df. describe()


	Statistics for categorical attributes (histogram, mode, most/least frequent values, percentage, number of unique values, etc.)


	Histogram of values: E.g. df[<attribute>].value_counts() or seaborn’s displot()






	Target statistics


	Class distribution: E.g. df[<target>].value_counts() or np.bincount(y). You have some idea if data is balanced or not








Multivariate statistics



	Correlations


	Contingency Tables / Cross Tabulation







Image: cancer1.png, cancer2.png, cancer3.png, cancer4.png




Correlations

Scatterplot matrices visualize attribute-target and attribute-attribute pairwise relationships.

Correlation matrices measure the linear dependence between features, can be visualized with heatmaps.

Correlation matrix heatmap

Image:heatmap1.png, heatmap2.png

Formulas for correlations

Pearson Correlation:


System Message: WARNING/2 (\rho_{xy} = \frac{\sum_{i=1}^N (x_i - \mu_x) (y_i - \mu_y)}{\sqrt{\sum_{i=1}^N (x_i - \mu_x)^2 \sqrt{\sum_{i=1}^N (y_i - \mu_y)^2)

latex exited with error
[stdout]
This is pdfTeX, Version 3.14159265-2.6-1.40.18 (TeX Live 2017/Debian) (preloaded format=latex)
 restricted \write18 enabled.
entering extended mode
(./math.tex
LaTeX2e <2017-04-15>
Babel <3.18> and hyphenation patterns for 84 language(s) loaded.
(/usr/share/texlive/texmf-dist/tex/latex/base/article.cls
Document Class: article 2014/09/29 v1.4h Standard LaTeX document class
(/usr/share/texlive/texmf-dist/tex/latex/base/size12.clo))
(/usr/share/texlive/texmf-dist/tex/latex/base/inputenc.sty
(/usr/share/texlive/texmf-dist/tex/latex/ucs/utf8x.def))
(/usr/share/texlive/texmf-dist/tex/latex/ucs/ucs.sty
(/usr/share/texlive/texmf-dist/tex/latex/ucs/data/uni-global.def))
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsmath.sty
For additional information on amsmath, use the `?' option.
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amstext.sty
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsgen.sty))
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsbsy.sty)
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsopn.sty))
(/usr/share/texlive/texmf-dist/tex/latex/amscls/amsthm.sty)
(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/amssymb.sty
(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/amsfonts.sty))
(/usr/share/texlive/texmf-dist/tex/latex/anyfontsize/anyfontsize.sty)
(/usr/share/texlive/texmf-dist/tex/latex/tools/bm.sty)
(/usr/share/texlive/texmf-dist/tex/latex/stmaryrd/stmaryrd.sty) (./math.aux)
(/usr/share/texlive/texmf-dist/tex/latex/ucs/ucsencs.def)
(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/umsa.fd)
(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/umsb.fd)
(/usr/share/texlive/texmf-dist/tex/latex/stmaryrd/Ustmry.fd))
Runaway argument?
\rho _{xy} = \frac {\sum _{i=1}^N (x_i - \mu _x) (y_i - \mu _y)}{\sqrt \ETC.
! File ended while scanning use of \split.
<inserted text> 
                \par 
<*> math.tex
            
! Emergency stop.
<*> math.tex
            
No pages of output.
Transcript written on math.log.




Variance:


[image: \sigma_x^2 = \frac{1}{n} \sum_{i=1}^n (x_i - \mu_x)^2]


Covariance between (x,y):


[image: \sigma_{xy} = \frac{1}{N} \sum_{i=1}^N (x_i - \mu_x)(y_i - \mu_y)]


Correlation between (x,y):


[image: \rho_{xy} = \frac{\sigma{xy}}{\sigma_x \sigma_y}]









2.4 Data conditioning

Another important subphase is data conditioning: cleaning data, normalize the datasets abd perform transformations on the data. Part of this data conditioning subphase involves deciding which aspects of particular datasets will be useful to analyze in later steps. Additional questions and considerations for this subphase include the following:


	What are the data sources? What are the target fields (for example, columns of the tables)?


	How clean is the data?


	How consistent are the contents and files? Determine to what degree the data contains missing or inconsistent values and if the data contains values deviating from normal?


	Assess the consistency of the data types. For instance, if certain data is expected to be numeric, confirm it is numeric of if it is mixture of alphanumeric strings and text.


	Review the contents of data columns or other inputs, and check to ensure that make sense. For instance, if the problem involves analyzing income levels, preview the data to confirm that the income values are positive or if it is acceptable to have zeros or negative values.


	Look for any evidence of systematic error. Check for invalid, incorrect, or missing data values. Review the data to gauge if the definition of the data is the same over all measurements.




Data Issues:


	Messy data: Missing data -> imputing




Image: messy.png


	Noisy data: Outliers


	Biased data: Occurs in survey


	Imbalanced data




Image: imbalanced.png


	Correlated data: Highly correlated features can cause collinearity problems and numerical instability.







2.5 Survey and Visualize

Leverage data visualization tools to gain an overview of the data. Seeing high-level patterns in the data enables one to understand characteristics about the data very quickly such as data quality (presence of unexpected values or other indicators of dirty data), skewness (majority of the data is heavily shifted toward one value or end of a continuum). It enables the user to find areas of interest, zoom and filter to find more detailed information about a particular area of the data, and then find the detailed data behind a particular area. I will follow these guidelines and considerations:


	Review the data to ensure that calculations remained consistent within columns or across tables for a given data field. For instance, did customer lifetime value change at some point in the middle of dataset?


	Does the data distribution stay consistent over all the data? If not, what kinds of actions should be taken to address this problem?


	Assess the granularity of the data, the range of values, and the level of aggregation of the data.


	Does the data represent the population of interest? For instance, if problem is focused on targeting customers of child-rearing age, does the data represent that, or is it full of senior citizens and teenagers?


	For time-related variables, are the measurements daily, weekly, monthly? Determine the level of granularity of the data needed for the analysis, and assess whether the current level of timestamps on the data meets that need.


	Is the data standarized/normalized? Are the scales consistent?


	For geospatial datasets, are state or country abbreviations consistent across the data? Are personal names normalized? English or metric units?




I can move to next phase when I have enough good quality data to start building the model.

In this phase, I identify the candidate models to apply to the data for clustering, classifying, or finding relationships in the data depending on the goal of the problem. Some of the activities to consider in this phase include the following:


	Asses the structure of the datasets, which is one factor that dictates the tools and analytical techniques for the next phase.


	Ensure that the analytical techniques enable to meet the business objectives and accept or reject the working hypotheses.


	Determine if the business situation warrants a single model or a series of techniques as part if a larger analytic workflow.




In addition to the considerations just listed, I research and understand how other analysts have approached the same kind of business situations.

This phase consists of the following subphases:




3.1: Data Exploration and Variable Selection

I perform a data exploration to understand the relationships among the variables to inform selection of the variables and methods and to understand the business situation. The key to this approach is to aim for capturing the most essential predictors and variables rather than considering every possible variable.

In regression analyses, it is necessary to create variables that determine outcomes but demonstrate a strong relationship to outcome rather than to other input variables. This includes remaining vigilant for problems, sucha as serial correlation, multicolinearity, and other typical data modeling challenges that interfere with the validity of these models.

You need to designate the independent variables (predictors) and dependent variables (responses) prior to applying your modeling algorithms.




3.2: Model Selection

I choose an analytical technique or a short list of candidate techniques, based on each of the end goal of the business problem.

I can move to next phase when I have a good idea about the type of model to try.

In this phase, I develop datasets for training, testing and production purposes. These datasets enable me to develop the analytical model and train it (training data), while holding aside some of the data (test data) for testing the model. The analytical model is developed and fit on the training data and evaluated (scored) against the test data. Questions to consider include these:


	Does the model appear valid and accurate on the test data?


	Does it appear as if the model is giving answers that make sense in this context?


	Analize false positives and false negatives in classification problems.




Once I can evaluate if the model is sufficiently robust to solve the problem, I can move to the next phase which is communicating the results.









          

      

      

    

  

    
      
          
            
  
AWS Certified Machine Learning – Specialty

Machine Learning Path: Data Scientist [https://aws.amazon.com/training/learning-paths/machine-learning/data-scientist/?nc1=h_ls]

This path is designed for learners skilled in math, statistics, and analysis who want to become machine learning (ML) subject matter experts within their organization. Learn how machine learning frameworks and analysis tools can improve workplace collaboration.
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